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BA Thesis
(Study regulations§25 -§28)

v Credits: 15 ECTS, compulsory, graded

v Duration: 1 semester
v Submission Deadlines: June 1 (spring semester) 

/ December 1 (fall semester)
v Thesis: Individual, no co-authorship
v Supervisor Qualifications: Master’s degree or

higher

v Booking: Via Student Portal in the standard
booking period

MA Thesis
(Study regulations§33 -§35)

v Credits: 30 ECTS, compulsory, graded

v Duration: 2 semesters
v Submission Deadlines: June 1 (spring semester) 

/ December 1 (fall semester)
v Thesis: Individual, no co-authorship
v Supervisor Qualifications: Must hold a PhD
v Booking: Via Student Portal in the standard

booking period



Department of Computational Linguistics

Process and Organisation
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You can find more information via these links:

Faculty of Arts and Social Sciences:

https://www.phil.uzh.ch/en/studies/studyessentials/graduation.html
https://www.phil.uzh.ch/dam/jcr:092773b8-9a44-44a4-a666-
c81c6c8f8aa1/STO_Allgemeiner_Teil_EN.pdf (study regulations)

Computational Linguistics:

https://www.cl.uzh.ch/en/studies/studies-BA-MA/teaching/bachelor-
thesis.html
https://www.cl.uzh.ch/en/studies/studies-BA-MA/teaching/master-thesis.html

https://www.phil.uzh.ch/en/studies/studyessentials/graduation.html
https://www.phil.uzh.ch/dam/jcr:092773b8-9a44-44a4-a666-c81c6c8f8aa1/STO_Allgemeiner_Teil_EN.pdf
https://www.phil.uzh.ch/dam/jcr:092773b8-9a44-44a4-a666-c81c6c8f8aa1/STO_Allgemeiner_Teil_EN.pdf
https://www.cl.uzh.ch/en/studies/studies-BA-MA/teaching/bachelor-thesis.html
https://www.cl.uzh.ch/en/studies/studies-BA-MA/teaching/bachelor-thesis.html
https://www.cl.uzh.ch/en/studies/studies-BA-MA/teaching/master-thesis.html
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Contact:
      daniel.friedrichs@uzh.ch , bambooforest@gmail.com 

A few ideas:

Kinetic Task Analysis: Explore differences in diadochokinetic 
tasks, such as Alternating Motion Rates (AMR) and Sequential 
Motion Rates (SMR). Use data from Electromagnetic Articulography 
(EMA) to understand better why SMR are quicker.

Articulatory Synthesis and Biomechanical Modeling: Create 3D 
models of articulatory movement using EMA data. Develop 
simulations (e.g., a dynamic tongue model) using the modeling 
toolkit/platform ArtiSynth.

Biological and Environmental Effects on Language: Investigate 
how biological (anatomical) variation and climatic conditions 
influence human sound systems. Assess the extent to which these 
factors contribute to the diversity of language.

Project in the Phonetics & Speech Sciences Group

mailto:daniel.friedrichs@uzh.ch
mailto:bambooforest@gmail.com
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- Explore the integration of Large Language 
Models (LLMs) and diffusion models to transform 
complex, difficult-to-read text into more 
accessible visual formats. 

- Improve the information accessibility for 
individuals with cognitive disabilities, a group of 
people often overlooked in technological 
advancements. 

- Leverage the capabilities of generative models to 
achieve multimodal image-to-text alignments, 
enhancing the understandability of simplified 
texts.

Increasing Information Accessibility through Image-to-text Alignments with LLMs and Diffusion Models

contact: yingqiang.gao@uzh.ch



- Develop a controllable text 
simplification model tailored to 
diverse text types such as legal 
and scientific text. 

- Create a model that not only 
simplifies text across multiple 
types but also preserves the 
distinctive textual features and 
complexities of each type. 

- Refine the effectiveness and 
applicability of text simplification 
techniques, making them more 
versatile and domain-sensitive.

Text Type-Sensitive Controllable Text Simplification

contact: yingqiang.gao@uzh.ch    nianlong.gu@uzh.ch



• Develop a method for aligning video
frames with their corresponding
(textual) audio descriptions (ADs)

• Possible strategy: use CLIP to
project text and video frames into
joint representation space and 
perform nearest neighbor search.

• Test the effectiveness of the
alignment approach on multimodal 
translation.

Multimodal Alignment for Audio Descriptions

contact: fischerl@cl.uzh.ch



Sign Language Motion Diffusion 
using SignWriting & HamNoSys

Motion diffusion models have been shown to work well for sign language animation from a phonetic representation. This project 
requires to pre-train a diffusion model on a large, un-annotated sign language dataset, then finetune it to allow for control from 
SignWriting/HamNoSys (and possibly text). An extension would be to consider how to seamlessly transition between multiple 
signs.

contact: amit.moryossef@uzh.ch

https://rotem-shalev.github.io/ham-to-pose/


Sign Language Post-editing

As sign language machine translation starts becoming more viable, there's a growing need for post-editing tools, allowing to edit 
the translation. This project will focus on the backend of such a tool. For more details, see https://github.com/sign-language-
processing/fluent-pose-synthesis

contact: amit.moryossef@uzh.ch

https://github.com/sign-language-processing/fluent-pose-synthesis
https://github.com/sign-language-processing/fluent-pose-synthesis
https://github.com/sign-language-processing/fluent-pose-synthesis


Sign Language Synthetic Translation with SSML

When generating synthetic sign language translations using dictionaries, we use spoken language text as input. Similar to speech 
synthesis, this representation is often not enough, and more control is needed. This project will involve solving several small issues 
in a larger framework, and introducing Speech Synthesis Markup Language (SSML) support.

contact: amit.moryossef@uzh.ch

https://github.com/sign-language-processing/spoken-to-signed-translation/issues/created_by/AmitMY
https://github.com/sign-language-processing/spoken-to-signed-translation/issues/created_by/AmitMY
https://cloud.google.com/text-to-speech/docs/ssml
https://cloud.google.com/text-to-speech/docs/ssml


Sign Language in a Mixed-reality Setting

This project has prerequisites. It involves mapping sign language translation from poses to a 3D model, and placing the model in
the space around the signer. It will integrate with an existing application (https://github.com/sign/translate) to support the Apple 
Vision Pro.

contact: amit.moryossef@uzh.ch



Fixing Pose Estimation for Sign Language

This project aims to fix bugs and adjust the MediaPipe framework for better sign language use.

contact: amit.moryossef@uzh.ch
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Gamification for dialect data collection
Background

● NLP for low-resourced languages, dialects and varieties
● Data Paucity: Limited availability of dialectal data.

Project Aims

● Gamify data collection and annotation
● Engage users to provide text in their native dialect.
● Encourage users to correct potentially incorrect suggestions.
● Allow users to add more content.

Requirements

● Creativity: Students can be innovative in designing the game.
● Familiar with web development, handling database and gathering feedback



BLI and Morphosyntactic Tagging for dialects

Background

● NLP for low-resourced languages, dialects and varieties
● Dictionaries are essential resources in many applications
● Dialects lack such resources

Project Aim

● Focus on bilingual lexicon induction (BLI) for dialects
● Joint prediction of translations and morphosyntactic tags
● Analyze the performance of the existing methods for dialects
● Propose new approaches with minimal/no supervision



Diacritization of world languages
Background

● Diacritization: The task of adding diacritics to graphemes in a given script.
● High-Resourced Languages: Have tools and resources for diacritization.
● Global Gap: No universal benchmark, resource, or tool for diacritization across all world languages.

Project Aims

● Establish standards for evaluating diacritization tools.
● Gather data and resources for various scripts.
● Build adaptable tools for diacritization across multiple languages.



Machine Translation for Loanwords: Annotators Wanted!

I am sure you have been corrected by
someone for using a foreign word in a
sentence instead of a native one? Words
like “ghosting”, “simp”, “computer” etc.
Many languages try to replace such words
by native words or coin new ones for
them. We wonder how language purism
affects machine translation and language
models. That’s why we need you to replace loanwords with native ones in one of the
following languages:

●Greek, Hungarian, Icelandic, Romanian, Turkish, Persian, Armenian, Hindi / Urdu
● Do you speak any other language? We are interested in including it!

Details:

● Duration: 15 hours per language
● Compensation: 30 Francs per hour

WhoCanParticipate:

● Native speakers or individuals fluent in any of the target languages.
● Those with a keen interest in language and translation.
● No prior annotation experience required; we will provide guidelines and support.

WhyParticipate:

● Contribute to advancing machine translation technology.
● Gain experience in annotation and NLP while being paid

How to Join: If you are interested in participating, please reach out to us at
sina.ahmadi@uzh.ch. We look forward to collaborating with you to create a valuable
linguistic resource.

mailto:sina.ahmadi@uzh.ch
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Automating Analytical 
Evaluation for Text 
Simplification with LLMs

Yamaguchi et al. (2023)

Contact: tannon.kew@uzh.ch 

https://aclanthology.org/2023.findings-eacl.27/
mailto:tannon.kew@uzh.ch
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Programming projects in speech & language technology

1. Automatic Speech Recognition: convert speech to text
1.1. Inverse text normalization for speech recognition

1.1.1. E.g. Let us meet at twelve o clock → Let us meet at 12ʼo clock
1.1.2. Work on a limited resource language

1.2. Prompted Whisper for downstream tasks
1.2.1. To what extent does prompting work with Whisper? How can we use it for other tasks (e.g. 

intent recognition)
1.3. Evaluate Streaming ASR solutions

1.3.1. Open-source “loss-less” streaming solutions seem to be practically non-existent
1.3.2. Evaluate what is available at the moment, what exactly can be achieved with open-source

1.4. Integrate ML toolkits with Icefall: Programming project
1.5. Other possibilities: build a ASR for a low-resource language, understand internal language model

2. Other topics of interest: 
2.1. Speaker recognition: identify who is speaking in an audio
2.2. Speaker diarization: identify who is speaking where in a multi-speaker audio (e.g. meetings)
2.3. Language identification: identify the language of speech in the audio
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Jannis Vamvas



Byte-Level Text Generation Jannis Vamvas 
vamvas@cl.uzh.ch

mailto:vamvas@cl.uzh.ch


Massively Multi-Source Machine Translation

The quick brown fox jumps over the lazy dog.

The swift auburn fox leaps across the sluggish canine.
The fast tawny vulpine bounds past the sleepy pooch.
The rapid chestnut vixen vaults over the idle hound.
The brisk russet critter springs across the drowsy mutt.
The nimble sable reynard hops over the lethargic mongrel.

Der schnelle braune Fuchs springt 
über den faulen Hund.

???

Jannis Vamvas 
vamvas@cl.uzh.ch

mailto:vamvas@cl.uzh.ch


Programming Project:
Adding the Prism Translation Model to Hugging FaceTransformers

Jannis Vamvas 
vamvas@cl.uzh.ch

mailto:vamvas@cl.uzh.ch
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The Spread of Ideas during the Reformation in 16th Century 
Correspondence

● Given a correspondence network
○ identify “ideas”
○ find out how they spread through the 

network over time

● Techniques used:
○ “traditional” approaches (lexical 

semantic indexing, word embeddings, 
topic modeling)

○ Large language models
○ Network analysis

● Contact: Phillip B. Ströbel, 
phillip.stroebel@uzh.ch
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Text Tiling, Tile Assignment and Evaluation

● Paragraph and Sentence Alignment of 
German Summaries to Letters in Latin 
and Early New High German via 
Machine Translation
○ on the Bullinger letter corpus

● Method:
○ NMT or LLM-based MT from Latin or 

ENH-German 🡪 German
○ Paragraph Alignment of the manual German 

summaries to the MT output (via length, 
anchor words and digits)

○ Alternative: LLM-based paragraph alignment

● Supervisors: Martin Volk and Phillip B. 
Ströbel
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Illustrating a 16th Century Correspondence Corpus

● Based on the summaries of the 

letters:
○ Illustrate the letter content with 

an image generation model

○ Evaluate the output

○ Make it “learn” about the 16th 

century to produce more faithful 

images

● Contact: Phillip B. Ströbel, 

phillip.stroebel@uzh.ch
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Thank you!
PS There are more…
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Limitations on chimpanzee speech? Supervisor: Axel G. Ekström 
<axeleks@kth.se>

Chimpanzee vocal tract
Background
Vocal tract configurations corresponding 
to a range of speech sounds are well 
known from phonetics.
The primate vocal tract possesses different 
degrees of freedom, meaning some sounds 
would have to be produced differently, or 
would be unavailable. 

Project description
Explore an articulatory model designed 
after a chimpanzee VT, with human 
configurations as goals. 
Exact goals are flexible (focus on 
fricatives, coarticulation, etc.) 
Implications for the evolution of the 
human vocal tract.

Requirements: 
-Experience with Python/MATLAB 
-Articulatory phonetics
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Automatic prominence detection in L2
Framework
• Computer-assisted pronunciation teaching (CAPT)
• Focus on L2 stress contrasts: e.g. import vs. import
• Automatic prominence detection in speech signal

Two goals
• Train system to develop L1 German/Italian stress detector
• Assess and adapt the L1 system to L2 German/Italian to be 

implemented in Miaparle (miaparle.unige.ch)

Requirement: Strong background in Machine Learning

Co-supervision: Sandra Schwab (UZH) & Jean-Philippe 
Goldman (UniGe)


